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“Although unconstrained specifications of technology are more likely to produce violations of curvature than monotonicity, I believe that induced violations of monotonicity become common, when curvature alone is imposed. Hence the now common practice of equating regularity with curvature is not justified.”


Abstract:

In this paper we build on work by Gallant and Golub (1984), Diewert and Wales (1987), and Barnett (2002) and provide a comparison among three different methods of imposing theoretical regularity on flexible functional forms — reparameterization using Cholesky factorization, constrained optimization, and Bayesian methodology. We apply the methodology to a translog cost and share equation system and make a distinction between local, regional, pointwise, and global regularity. We find that the imposition of curvature at a single point does not always assure regularity. We also find that the imposition of global concavity (at all possible, positive input prices), irrespective of the method used, exaggerates the elasticity estimates and rules out the possibility of a complementarity relationship among the inputs. Finally, we find that constrained optimization and the Bayesian methodology with regional (over a neighborhood of data points in the sample) or pointwise (at every data point in the sample) concavity imposed can guarantee inference consistent with neoclassical microeconomic theory, without compromising much of the flexibility of the functional form.
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1 Introduction

The widespread use of flexible functional forms in factor and consumer demand analysis has given researchers the ability to model technology and consumer preferences with no restrictions on the nature of the substitutability/complementarity relationship between pairs of goods. Unfortunately, however, theoretical regularity restrictions (of positivity, monotonicity, and curvature) automatically met by simpler forms, such as the Cobb-Douglas and the constant elasticity of substitution (CES), or by globally regular flexible functional forms, might not be satisfied with most flexible functional forms, and thus the researcher who desires to approximate arbitrary technology or preferences often ends up with an approximation that violates theoretical regularity.

The usefulness of flexible functional forms depends on whether they satisfy the theoretical regularity conditions of positivity, monotonicity, and curvature, and in the literature there has been a tendency to ignore theoretical regularity. According, for example, to Serletis and Shahmoradi (2007) only three out of fourteen studies in the monetary asset demand literature since 1983 have addressed theoretical regularity issues. Moreover, there is a tendency to remove ‘regularity’ from the empirical literature and replace it with ‘curvature.’ In fact, as Barnett (2002, p. 199) put it in his Journal of Econometrics Fellow’s opinion article,

“monotonicity is rarely even mentioned in that literature. But without satisfaction of both curvature and monotonicity, the second-order conditions for optimizing behavior fail, and duality theory fails. The resulting first-order conditions, demand functions, and supply functions become invalid.”

In fact, in addition to the imposition of curvature, the imposition of monotonicity (when violated) is an important issue. Moreover, the imposition of curvature may induce violations of monotonicity which may not occur otherwise — see Barnett (2002, p. 202). As Barnett and Pasupathy (2003, p. 151) put it,

“research on models permitting imposition of both curvature and monotonicity remains at an early stage and has so far had little impact on the literature on production modeling. While a difficult literature, we believe that research models permitting flexible imposition of true regularity — i.e., both monotonicity and curvature — should expand.”

In this paper, we take up Barnett on his suggestion and move the literature forward, by providing a comparison among three different methods of imposing theoretical regularity — reparameterization using Cholesky factorization, constrained optimization, and Bayesian methodology. The reparameterization technique to the imposition of curvature is due to Wiley et al. (1973) and was pioneered in the flexible functional forms literature by Diewert and
Wales (1987) to impose global concavity on the generalized McFadden (also called normalized quadratic) cost function, and was later generalized by Ryan and Wales (2000) to impose local concavity (at a single point in the sample) on the translog and generalized Leontief cost functions. The second approach is nonlinear constrained optimization, pioneered by Gallant and Golub (1984) to impose concavity restrictions on the Fourier cost function, and recently used by Serletis and Shahmoradi (2005) to impose curvature on the Asymptotically Ideal Model (AIM) and Fourier globally flexible functional forms in the context of modelling the demand for monetary assets, and by Feng and Serletis (2008) in the context of the AIM cost function with technological change. The third approach of imposing theoretical regularity is the Bayesian approach, pioneered by Terrell (1996) and Griffiths et al. (2000), in imposing regularity on factor demand systems, and by Koop et al. (1997) in imposing regularity on stochastic frontier models.

We apply the methodology to a translog cost and share equation system, using annual KLEM (capital, labor, energy, and intermediate materials) data for total manufacturing in the United States, over the period from 1953 to 2001. In doing so, we make a distinction between ‘local regularity’ (at some representative point in the data), ‘regional regularity’ (over a neighborhood of data points in the sample), ‘pointwise regularity’ (at every data point in the sample), and ‘global regularity,’ occurring at all possible, positive input prices.

We use a cost function, because cost functions lie at the heart of basic economic theory and are more commonly used than other functions (i.e. production functions, profit functions, or distance functions), whether in the traditional factor demand literature or the more recent firm-efficiency related literature. We use the translog flexible functional form, because it is one of the most commonly used functional forms in the literature. Of course, our discussion applies to many other flexible functional forms such as, for example, the generalized Leontief and normalized quadratic, as well as to the literature of consumer preferences modelling if we replace the cost function with an indirect utility function.

The rest of the paper is organized as follows. In Section 2, we use duality theory to represent the production technology in terms of the cost function, present the (locally flexible) translog cost function, and specify the theoretical regularity conditions (of positivity, linear homogeneity, monotonicity, and curvature) required by neoclassical microeconomic theory. In Section 3 we present a stochastic specification of the model and in Section 4 we discuss three different methods for imposing the theoretical regularity conditions — reparameterization using Cholesky factorization, constrained optimization, and Bayesian methodology. In Section 5 we apply our methodology to annual KLEM (capital, labor, energy, and intermediate materials) data for total manufacturing in the United States and report and discuss the results. The last section summarizes and concludes the paper.
The Theoretical Framework

We consider a firm whose long-run production technology is given by

\[ y = f(x, t), \]  

where \( y \) is output, \( f \) is a continuous twice differentiable nondecreasing and quasiconcave function of a vector of inputs \( x \geq 0 \), and \( t \) denotes a technology index. The production technology can also be described in the dual setup (cost function), under certain conditions. In particular, if firms competitively minimize the cost of production subject to producing a given amount of output, then the technology (1) is completely described by the dual cost function

\[ C = C(p, y, t) = \phi(y)c(p, t), \]

where \( C \) is total cost, \( \phi(y) \) is a function of output, \( p > 0 \) is the input price vector (with 0 being the null vector), and \( c(p, t) \) is the corresponding unit cost function — see Sickles (1985). As required by duality theory, the cost function is nondecreasing (i.e. monotonic), linearly homogeneous, and concave function of prices — see Diewert (1982) for an excellent review of duality theory.

2.1 The Translog Cost Function

The cost function in (2) can be approximated by a flexible functional form, such as, for example, the translog [see Christensen et al. (1975)], the generalized Leontief [see Diewert (1971)], the normalized quadratic [see Diewert and Wales (1987)], the Fourier [see Gallant (1982)], or the Asymptotically Ideal Model [see Barnett et al. (1991)]. In this paper, we use the translog flexible functional form, due to its widespread use in both the traditional factor demand systems literature and more recent firm efficiency literature.

One of the features of the KLEMS data set used in this paper is that constant returns to scale has been built in by the U.S. Bureau of Labor Statistics (for more details, see the description of the data in Section 5). To be consistent with this feature, we set \( \phi(y) = y \). We further assume that the unit cost function \( c(p, t) \) takes on a translog functional form to obtain the following cost function

\[
\ln C(p, y, t) = \ln y + \beta_0 + \sum_{i=1}^{M} \beta_i \ln p_i + \beta_t t + \frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{M} \beta_{ij} \ln p_i \ln p_j + \sum_{i=1}^{M} \beta_{it} t \ln p_i + \frac{1}{2} \beta_{tt} t^2,
\]

\[ (3) \]
where $M$ is the number of inputs. Symmetry requires $\beta_{ij} = \beta_{ji}$ ($i, j = 1, \cdots, M$). There are two reasons for assuming constant returns to scale. The first is for simplicity, and the second is that constant returns to scale is already imposed in the data that we use in the empirical application in Section 5.

The factor share equations are obtained using Shephard’s lemma and take the form

$$s_i = \frac{p_i x_i}{C} = \beta_i + \sum_{j=1}^{M} \beta_{ij} \ln p_j + \beta_{it} t, \quad i = 1, \cdots, M,$$

(4)

where $s_i$ is the cost share for input $i$. It is to be noted that we assume that factor shares are affected by technical change; that is, the form of technical change that we assume here is not Hicks neutral.

2.2 Theoretical Regularity

As required by neoclassical microeconomics theory, the translog cost function has to satisfy the regularity conditions of positivity, homogeneity, monotonicity, and curvature. Positivity requires that the estimated cost be positive for all the data observations. Homogeneity requires that the translog cost function be linearly homogeneous in input prices. Monotonicity requires that the first-order derivatives of the cost function, $\partial C(\mathbf{p}, y, t) / \partial p_i$ ($i = 1, \cdots, M$), which correspond to input demands, be nonnegative. Curvature requires that the cost function, $C(\mathbf{p}, y, t)$, be a concave function of prices or, equivalently, that the Hessian matrix of the cost function, $\mathbf{H}$, be negative semidefinite.

More formally, positivity will be satisfied if the estimated cost is positive,

$$\hat{C}(\mathbf{p}, y, t) > 0,$$

and linear homogeneity is satisfied if

$$\sum_{i=1}^{M} \beta_i = 1, \quad \sum_{i=1}^{M} \beta_{ij} = \sum_{j=1}^{M} \beta_{ji} = \sum_{i=1}^{M} \beta_{it} = 0.$$  

(5)

Monotonicity is satisfied if the estimated input shares are positive,

$$\hat{s}_i > 0, \quad i = 1, \cdots, M,$$

(6)

since both $p_i$ ($i = 1, \cdots, M$) and $C$ are positive.

Finally, curvature is satisfied if the Hessian matrix

$$\mathbf{H} = \left[ \frac{\partial^2 C(\mathbf{p}, y, t)}{\partial p_i \partial p_j} \right],$$
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for \(i, j = 1, \cdots, M\), is negative semidefinite. In fact, Diewert and Wales (1987) show that \(H\) is negative semidefinite if and only if the following matrix is negative semidefinite

\[
G = B - s + ss',
\]  

where \(B = [\beta_{ij}]\), \(s = (s_1, \cdots, s_M)\) is the share vector, and \(s\) is the \(M \times M\) diagonal matrix which has the share vector \(s\) on the main diagonal.

It should be noted here that regularity should not be treated as being equivalent to curvature alone; instead it includes all the three above conditions, namely, positivity, monotonicity, and curvature. See Barnett (2002). For the purpose of conceptual clarity and notational simplicity, we make a distinction between local, regional, pointwise, and global regularity imposition, according to the way regularity is imposed:

**Definition 1** Local regularity imposition. It involves imposing regularity at a single reference point in the sample.

**Definition 2** Regional regularity imposition. It involves imposing regularity over a ‘neighborhood’ of data points in the sample.

**Definition 3** Pointwise regularity imposition. It involves imposing regularity at all data points in the sample.

**Definition 4** Global regularity imposition. It involves imposing regularity in such a way that regularity is satisfied at all possible, positive input prices.

Let’s consider curvature as an example to illustrate the above definitions. Local curvature imposition requires imposing negative semidefiniteness of \(G\) at a single chosen reference point in the sample. Although it guarantees concavity at one point only, it may well be that a judicious choice of reference point leads to satisfaction of concavity at other (or all) data points in the sample. Regional curvature imposition requires imposing negative semidefiniteness of \(G\) over a chosen neighborhood of data points in the sample. Like with the case of local curvature imposition, a judicious choice of a neighborhood of data points may lead to satisfaction of concavity at all data points in the sample. Pointwise curvature imposition requires imposing negative semidefiniteness of \(G\) at all data points in the sample. Global curvature imposition requires \(B\) to be negative semidefinite — see Diewert and Wales (1987). The fact that the sample is stochastically generated by the economy suggests that a regularity requirement at a single data point or over a neighborhood of data points is not very appealing, unless it ensures regularity at every data point in the sample.
3 Empirical Modelling

In order to estimate equation systems such as (3) and (4), a stochastic component, $\epsilon_t$, is added to the equations as follows

$$q_t = v_t \beta + \epsilon_t, \quad t = 1, \ldots, T$$

where $q_t = (q_{1t}, \ldots, q_{Nt})'$, with $N = M + 1$, $q_{it} = s_{it} \ (i = 1, \ldots, N - 1)$ and $q_{Nt}$ is equal to $\ln C(p, y, t)$ measured at time $t$. $v_t$ is given by the right-hand side of the translog cost and share equations system, equations (4) and (3). $\beta = (\beta_1, \ldots, \beta_N)'$, with $\beta_i \ (i = 1, \ldots, N)$ being the corresponding vector of parameters for $v_i \ (i = 1, \ldots, N)$. Finally, $\epsilon_t$ is a vector of stochastic errors and we assume that $\epsilon_t \sim \text{Normal}(0, \Omega)$, where $0$ is a null vector, $\Omega$ is the $N \times N$ error covariance matrix.

It should also be noted that the shares sum to unity and the random disturbances corresponding to the $M$ share equations thus sum to zero. This yields a singular covariance matrix of errors. Barten (1969) has shown that full information maximum likelihood estimates of the parameters can be obtained by arbitrarily deleting any one equation; the resulting estimates are invariant with respect to the equation deleted. In the empirical part of this paper, we arbitrarily delete the last (i.e. the $N^{th}$) share equation.

4 Methods of Imposing Theoretical Regularity

As mentioned above, positivity is usually automatically satisfied and thus is not the focus of this paper. In what follows we discuss three methods of imposing the theoretical regularity conditions of monotonicity and curvature, which are more commonly found to be violated.

4.1 Cholesky Factorization

First used by Wiley et al. (1973) and then popularized by Diewert and Wales (1987), the Cholesky factorization approach is mainly used to impose curvature when it is not satisfied. For the case of concavity, this can be done by expressing the Hessian matrix or a transformed matrix of the Hessian matrix (e.g., $G$ in our particular case) as the negative of the product of a lower triangular matrix and its conjugate transpose. As shown below, there are two things that are worth noting. First, while the Cholesky factorization approach is only used to impose curvature in the previous literature, it can also be used to impose positivity and monotonicity. Second, for the case of curvature, this approach is capable of imposing local (at a single data point) and global (at all possible, positive input prices) curvature; however, it is incapable of imposing regional (over a neighborhood of data points in the sample) or pointwise (at every data point in the sample) curvature. Third, for the cases of monotonicity
and positivity, this approach is only capable of imposing local monotonicity and positivity conditions.

We first discuss curvature. For the case of local curvature, we set all prices and output to unity and normalize $t$ to zero at the reference point where concavity will be imposed. Then, at the reference point, the matrix $G$ in (7) can be simplified as follows

$$G_{ij} = \beta_{ij} + \beta_i \beta_j - \delta_{ij} \beta_i,$$  \hspace{1cm} (9)

with $\delta_{ij} = 1$ if $i = j$ and 0 otherwise. As noted above, concavity at the reference point requires $G$ be negative semidefinite.

As in Feng and Serletis (2008) and Ryan and Wales (2000), we exploit the key idea behind the Cholesky factorization approach and set $G = -KK'$ as follows

$$\beta_{ij} + \beta_i \beta_j - \delta_{ij} \beta_i = (-KK')_{ij} \quad i, j = 1, \ldots, M,$$  \hspace{1cm} (10)

where $K$ is a lower triangular matrix. Noting that $\sum_{i=1}^{M} \beta_{ij} = 0$ and $\sum_{j=1}^{M} \beta_{j} = 0$ (see (5)), it can be easily shown that

$$\sum_{i=1}^{M} G_{ij} = \sum_{j=1}^{M} (\beta_{ij} - \beta_i \delta_{ij} + \beta_t \beta_j) = 0,$$  \hspace{1cm} (11)

i.e. the elements in the same row of $G$ add to zero. Further, (11) implies the following restriction on the elements of $K$

$$\sum_{i=1}^{M} k_{ij} = 0, \quad j = 1, \ldots, M,$$  \hspace{1cm} (12)

i.e., the elements in the same column of $K$ add to zero. (12) can be easily shown by expanding out $G = -KK'$, where $G$ satisfies (11). Combining (10) and (12), we can replace the elements of $B = [\beta_{ij}]$ by those of $K$.

For the case with three inputs ($M = 3$), equations (10) and (12) imply the following restrictions on the elements of $K$

$$\beta_{11} = -k_{11}^2 + \beta_1 - \beta_1^2 = -(k_{21} + k_{31})^2 + \beta_1 - \beta_1^2,$$  \hspace{1cm} (13)

$$\beta_{12} = -k_{11}k_{21} - \beta_1 \beta_2 = (k_{21} + k_{31})k_{21} - \beta_1 \beta_2,$$  \hspace{1cm} (14)

$$\beta_{13} = -k_{11}k_{31} - \beta_1 \beta_3 = (k_{21} + k_{31})k_{31} - \beta_1 \beta_3,$$  \hspace{1cm} (15)

$$\beta_{22} = -(k_{21}^2 + k_{22}^2) + \beta_2 - \beta_2^2 = -k_{21}^2 - k_{32}^2 + \beta_2 - \beta_2^2,$$  \hspace{1cm} (16)

$$\beta_{23} = -(k_{21}k_{31} + k_{22}k_{32}) - \beta_2 \beta_3 = -k_{21}k_{31} + k_{32}^2 - \beta_2 \beta_3,$$  \hspace{1cm} (17)

$$\beta_{33} = -(k_{31}^2 + k_{32}^2 + k_{33}^2) + \beta_3 - \beta_3^2 = -(k_{31} + k_{32}) + \beta_3 - \beta_3^2.$$
which guarantee concavity of the cost function at the reference point and may also induce concavity of the cost function at other data points.

For the case of global curvature, the translog will satisfy concavity in prices globally if (assuming positive shares) the matrix $B = [b_{ij}]$ is negative semidefinite — see Diewert and Wales (1987). To impose this condition, we can again exploit the key idea behind the Cholesky factorization approach and in this case set $B = -KK'$, where $K$ is defined as above. In the case, for example, of three inputs, the following restrictions concerning the relationship between the elements of $B$ and those of $K$ can be obtained

\begin{align*}
  b_{11} &= -k_{11}^2 = -(k_{21} + k_{31})^2; \\
  b_{12} &= -k_{11}k_{21} = (k_{21} + k_{31})k_{21}; \\
  b_{13} &= -k_{11}k_{31} = (k_{21} + k_{31})k_{31}; \\
  b_{22} &= -(k_{21}^2 + k_{22}^2) = -k_{21}^2 - k_{32}^2; \\
  b_{23} &= -(k_{21}k_{31} + k_{22}k_{32}) = -k_{21}k_{31} + k_{32}^2; \\
  b_{33} &= -(k_{31}^2 + k_{32}^2 + k_{33}^2) = -(k_{31}^2 + k_{32}^2). 
\end{align*}

However, as shown in Lau (1978) and Diewert and Wales (1987), the imposition of global regularity will reduce the translog model to the Cobb-Douglas, which is not a flexible functional form. This has actually been confirmed by the predominance of zeros for the $b_{ij}$ in the empirical part (see Section 5.2).

In addition to imposing local and global curvature, the Cholesky factorization approach can also be used for the imposition of local monotonicity, although this has not been done previously. In particular, at the same reference point where local curvature is imposed, the factor share equations in (4) can be rewritten as

\[ s_i = \beta_i, \quad i = 1, \ldots, M, \tag{24} \]

since all prices are set to unity and the time trend is normalized to zero at this point when local curvature is imposed. To impose monotonicity locally (i.e. $s_i > 0$), we can again exploit the key idea behind the Cholesky factorization approach and in this case set $\beta_i = \gamma_i^2$ (a $1 \times 1$ version of the Cholesky decomposition). Equation (8) can then be estimated after replacing $\beta_i$ with $\gamma_i^2$ and the elements of $B$ with those of $K$.

In a similar manner, it can also be used to impose local positivity, although this has not been done previously too. This is because at the reference point where local curvature is imposed, the cost equation can be expressed as

\[ \ln C(p, y, t) = \beta_0 \]

since all prices are set to unity and the time trend is normalized to zero at this point when local curvature is imposed. Thus as with the case of monotonicity imposition, we can then
set $\beta_0 = \gamma_i^2$.  Equation (8) can then be estimated after replacing $\beta_0$ with $\gamma_i^2$, $\beta_i$ with $\gamma_i^2$ and the elements of $B$ with those of $K$.

As noted above, while the Cholesky factorization approach is capable of imposing local and global curvature, it is incapable of imposing regional or pointwise curvature.  This is because the imposition of regional or pointwise curvature involves the manipulation of both the parameter space (i.e., $\beta_{ij}$ and $\beta_i$) and the data space (i.e., $p$, $y$, and $t$).  However, as we have seen above [i.e., (10)–(17)], the Cholesky factorization approach is only capable of the manipulation of the parameter space (i.e. by setting all prices and output to unity and normalizing $t$ to zero at the reference point).  For the same reason, while the Cholesky factorization approach is capable of imposing local positivity and monotonicity, it is incapable of the imposition of regional, pointwise or global monotonicity, in that the sufficient condition for regional, pointwise or global monotonicity and positivity, which involves only the parameter space, does not exist for the translog functional form.

4.2 Nonlinear Constrained Optimization

As noted in the introduction, the nonlinear constrained optimization approach was introduced into the flexible functional forms literature by Gallant and Golub (1984) and has been used recently by Serletis and Shahmoradi (2005) and Feng and Serletis (2008).  The TOMLAB/NPSOL tool box with MATLAB has been used in all the aforementioned papers, and is also used in this paper for monotonicity and curvature constrained optimization.  TOMLAB/NPSOL uses a sequential quadratic programming algorithm and is suitable for both unconstrained and constrained optimization of smooth (that is, at least twice-continuously differentiable) nonlinear functions.

To reduce the complexity and computational time of our optimization problem and in order to simplify the objective function and constraints, we impose homogeneity by normalizing the cost and input prices by one of the input prices.  This method of imposing homogeneity is widely used in this literature.  In particular, we normalize input prices and the cost, $C$, by the last input price $p_M$, thereby transforming the cost and share equations system, (3) and (4), as follows

$$\ln \left( \frac{C(p, y, t)}{p_M} \right) = \ln y + \beta_0 + \sum_{i=1}^{M-1} \beta_i \ln \frac{p_i}{p_M} + \beta_t t$$

$$+ \frac{1}{2} \sum_{i=1}^{M-1} \sum_{j=1}^{M-1} \beta_{ij} \ln \frac{p_i}{p_M} \ln \frac{p_j}{p_M} + \sum_{i=1}^{M-1} \beta_{it} t \ln \frac{p_i}{p_M} + \frac{1}{2} \beta_{tt} t^2,$$  \quad (25)
and
\[ s_i = \beta_i + \sum_{j=1}^{M-1} \beta_{ij} \ln \frac{p_j}{p_M} + \beta_{it}, \quad i, \ j = 1, \cdots, M - 1. \tag{26} \]

Once the parameters in (25) and (26) are estimated, the parameters \( \beta_M, \beta_{M1}, \beta_{M2}, \cdots, \beta_{MM}, \) and \( \beta_{Mt} \) can be recovered by using the homogeneity conditions in (5).

In this case, the empirical model can be written as
\[ w_t = X_t \bar{\beta} + e_t, \quad t = 1, ..., T \tag{27} \]
where \( w_t = (w_{1t}, \cdots, w_{Mt})' \), with \( w_{it} = s_{it} \) \( i = 1, \cdots, M - 1 \) and \( w_{Mt} \) is equal to \( \ln [C(p, y, t)/p_M] \) measured at time \( t \). \( X_i \) \( i = 1, \cdots, M - 1 \) is given by the right-hand side of each of (26) and \( X_M \) is given by the right-hand side of (25). \( \bar{\beta} = (\bar{\beta}_1, \cdots, \bar{\beta}_M)' \),

with \( \bar{\beta}_i \) being the corresponding vector of parameters for \( X_i \). \( e_t \) is a vector of stochastic errors, which is assumed to follow the following distribution: \( e_t \sim \text{Normal}(0, \Omega) \), where \( 0 \) is a null vector, \( \Omega \) is the \( M \times M \) error covariance matrix.

To estimate (27) we specify the objective function, which is the log likelihood function in this paper. In particular, under the assumption that \( e_t \) is iid normal, the log likelihood function for a sample of \( T \) joint observations can be shown to be
\[ \ln L \left( w \mid \bar{\beta}, \Omega \right) = -\frac{MT}{2} \log (2\pi) - \frac{T}{2} \log (\Omega) - \frac{1}{2} \sum_{i=1}^{T} e'_t (\Omega)^{-1} e_t. \tag{28} \]

It is to be noted that our objective function here is different from that in Gallant and Golub (1984), due to different assumptions concerning the error vector. The specification of the objective function as a log likelihood function enables a comparison of the constrained maximum likelihood approach (that is, the constrained optimization) with the Bayesian approach where we will use non-informative priors for the parameters, thus rendering parameter estimates to be mainly determined by the likelihood function.

We first estimate an unconstrained version of (28) and check the theoretical regularity conditions of positivity, concavity, and monotonicity. In cases where positivity, concavity, and monotonicity are not satisfied, we then use the NPSOL nonlinear programming program to maximize \( \ln L \left( w \mid \bar{\beta}, \Omega \right) \) with the positivity, concavity and monotonicity conditions imposed. While we follow Gallant and Golub (1984) and use nonlinear constrained optimization to impose concavity, we do not do it by constructing their submatrix \( K_{22} \) using a Householder transformation and then deriving an indicator function for the smallest eigenvalue of \( K_{22} \) and its derivative. Instead, we work directly with matrix \( G \) by restricting its eigenvalues to be nonpositive. This is because a necessary and sufficient condition for negative semidefiniteness of \( G \) is that all its eigenvalues are nonpositive — see, for example, Morey
Compared with the Gallant and Golub (1984) approach where a reduced matrix $K_{22}$ is sought, the direct restriction of the eigenvalues of $G$ to be nonpositive seems to be more appealing.

Thus, our constrained optimization problem can be written as follows

$$\max_{\theta} \ln L(w | \theta),$$

subject to

$$C_t(p, y, t) > 0, \quad t = 1, ..., T \quad (29)$$
$$\varphi_{it}(p, y, t, \theta) < 0, \quad i = 1, \cdots, M, \quad t = 1, ..., T \quad (30)$$
$$s_{it}(p, y, t, \beta) > 0, \quad i = 1, \cdots, M, \quad t = 1, ..., T \quad (31)$$

where $\theta$ is the parameter vector to be estimated, $\theta = (\beta, \Omega)$, and $\varphi_{it}(p, y, t, \theta), i = 1, \cdots, M$, are the $M$ estimated eigenvalues of the $G$ matrix at time $t$. (30) can be further simplified by requiring the largest eigenvalue to be nonpositive.

The constrained optimization approach is capable of imposing curvature locally, regionally, and fully, in that we can evaluate $G$ at a single data point, over a neighborhood of interest, or at every sample observation. In addition, it is also capable of imposing concavity globally. To do this, we just need to maximize the log likelihood function (28) subject to the eigenvalues of the matrix $B$ being nonpositive. Alternatively, this can also be done by maximizing the log likelihood function (28) subject to the constraint indicator of $-B$ being zero, or subject to all determinants of the leading principal minors of $B$ being nonpositive. In this paper, we use the former method.

In contrast to the Cholesky factorization approach which is only capable of imposing local monotonicity and local positivity only, the constrained optimization approach is capable of imposing monotonicity and positivity locally, regionally, and fully. For the case of monotonicity, this can be done by adding the constraints, $s_{it} > 0, (i = 1, \cdots, M, \quad t = 1, ..., T)$, at the single reference point, over the neighborhood of interest, or at every data point. For the case of the positivity, this can be done by adding the constraints, $C_t > 0 (t = 1, ..., T)$, at the single reference point, over the neighborhood of interest, or at every data point. Compared with the Cholesky factorization approach, the superiority of the constrained optimization approach in imposing regional and pointwise monotonicity and positivity is due to its ability in manipulating both parameter and data spaces.

The constrained optimization approach is also incapable of imposing global monotonicity. As can be seen from (26), global monotonicity can be imposed by setting $\beta_i > 0, \beta_{ij} > 0$, and $\beta_{it} > 0$ if $\ln (p_j/p_M) > 0$ and $t > 0$. However, there are two reasons for which the imposition of global monotonicity may not work. First, $\ln (p_j/p_M)$ can be negative if $p_j < p_M$. Second, $\beta_{ij} > 0$ contradicts the concavity condition, which requires the principal minors that are of an
odd-numbered order be non-positive and the principal minors that are of an even-numbered order be non-negative — for the sufficient and necessary conditions for concavity, see Morey (1986).

Similarly, the constrained optimization approach is also incapable of imposing global positivity. As can be seen from (25), global positivity can be imposed by setting \(\beta_0 > 0, \beta_i > 0, \beta_{ij} > 0, \beta_{it} > 0, \) and \(\beta_{tt} > 0,\) if \(\ln y > 0, \ln (p_j/p_M) > 0\) and \(t > 0.\) However, for the same reasons as discussed in the previous paragraph, the imposition of global positivity may not work.

### 4.3 The Bayesian Approach

Recently, numerical integration simulation techniques, such as Gibbs sampling, introduced by Geman and Geman (1984), and the Metropolis-Hastings algorithm, due to early work by Metropolis et al. (1953) and Hastings (1970), have made Bayesian estimation of the seemingly unrelated regression (SUR) model more convenient and accessible. Terrell (1996), Koop et al. (1997), and Griffiths et al. (2000) extend this literature by incorporating positivity, monotonicity and concavity conditions into the estimation of flexible functional forms. This subsection draws mainly on the discussion of Bayesian estimation of cost and share equation system by Griffiths et al. (2000).

As in the constrained optimization approach, we impose linear homogeneity by normalizing cost and the input prices by the last input price, \(p_M,\) to obtain (25) and (26). To impose the cross-equation equality restrictions on the parameters of equations (25)-(26), we first treat all the parameters as if they were ‘unrestricted.’ In particular, we rewrite the \(M - 1\) share equations at time \(t\) \((t = 1, ..., T)\) in (26), after appending an error component, as

\[
\begin{align*}
w_i &= X_i\alpha_i + e_i, \quad i = 1, \cdots, M - 1, \\
w_M &= X_M\alpha_M + e_M,
\end{align*}
\]

where \(w_i, X_i,\) and \(e_i\) \((i = 1, \cdots, M - 1)\) are defined as in equation (27). The vectors \(\alpha_i = (\alpha_{i1}, \cdots, \alpha_{i,M+1})'\) for \(i = 1, \cdots, M - 1\) are the corresponding vectors of unrestricted parameters to be estimated. Similarly, we rewrite equation (25) at time \(t,\) after appending an error component, as

\[
w_t = X_t\alpha + e_t,
\]

where \(\alpha = (\alpha_1, \cdots, \alpha_M)',\)
It should be noted that the \( \alpha_j \) \( (j = 1, \ldots, M) \) vectors have many elements in common. In the case with \( M = 4 \), for example, there are 15 cross-equation equality restrictions, given as follows: \( \alpha_{11} = \alpha_{42} \), \( \alpha_{12} = \alpha_{46} \), \( \alpha_{13} = \alpha_{47} \), \( \alpha_{14} = \alpha_{48} \), \( \alpha_{15} = \alpha_{4,12} \), \( \alpha_{21} = \alpha_{43} \), \( \alpha_{22} = \alpha_{47} \), \( \alpha_{23} = \alpha_{49} \), \( \alpha_{24} = \alpha_{4,10} \), \( \alpha_{25} = \alpha_{4,13} \), \( \alpha_{31} = \alpha_{44} \), \( \alpha_{32} = \alpha_{48} \), \( \alpha_{33} = \alpha_{4,10} \), \( \alpha_{34} = \alpha_{4,11} \), and \( \alpha_{35} = \alpha_{4,14} \). Therefore, among the 30 parameters, 15 [those in the cost equation (33)] are free and the rest [those in the share equations (32)] have to be obtained from these free parameters. The \((M^2 - 1)\) restrictions implied by (32) and (33) can be written more compactly as

\[
R\alpha = r, \quad (35)
\]

where \( R \) and \( r \) are known matrices of order \((M^2 - 1) \times 3M(M + 1)/2\) and \((M^2 - 1) \times 1\), respectively.

To impose the \((M^2 - 1)\) cross-equation restrictions, we re-order the elements in \( \alpha \) and \( R \) such that (35) can be rewritten as

\[
R\alpha = \begin{bmatrix} R_1 & R_2 \end{bmatrix} \begin{bmatrix} \tilde{\gamma} \\ \gamma \end{bmatrix} = r, \quad (36)
\]

where \( R_1 \) is a \((M^2 - 1) \times (M^2 - 1)\) matrix, and \( R_2 \) a \((M^2 - 1) \times (M^2 + 3M + 2)/2\) matrix. The vector \( \gamma \) contains the subset of \((M^2 + 3M + 2)/2\) free parameters, and the vector \( \tilde{\gamma} \) contains the remaining parameters in \( \alpha \) which will be recovered using \( \gamma \). Correspondingly, we can reorder the columns of \( X \) and partition it so that the linear SUR model can be written as

\[
w_t = X_t\alpha + e_t
\]

\[
= \begin{bmatrix} X_{1t} & X_{2t} \end{bmatrix} \begin{bmatrix} \tilde{\gamma} \\ \gamma \end{bmatrix} + e_t. \quad (37)
\]

From (36), we can solve for \( \tilde{\gamma} \) as

\[
\tilde{\gamma} = R_1^{-1} \left[ r - R_2 \gamma \right]. \quad (38)
\]

Substituting (38) into (37) and rearranging yields

\[
w_t - X_{1t}R_1^{-1}r = \left( X_{2t} - X_{1t}R_1^{-1}R_2 \right) \gamma + e_t
\]

or

\[
z_t = Z_t\gamma + e_t, \quad (39)
\]

where \( z_t = w_t - X_{1t}R_1^{-1}r \) and \( Z_t = X_{2t} - X_{1t}R_1^{-1}R_2 \) represent new sets of observations, and \( e_t \) is defined as above.
The formulation of our empirical model as an unrestricted SUR model (39) is convenient for Bayesian analysis. The Bayes Theorem in our particular case can be restated as

\[ f(\gamma, \Omega | z) \propto L(z | \gamma, \Omega) p(\gamma, \Omega), \]  

(40)

where \( f(\gamma, \Omega | z) \) is the posterior joint density function for \((\gamma, \Omega)\) given \(z\), \(L(z | \gamma, \Omega)\) is the likelihood function, which summarizes all the sample information, and \(p(\gamma, \Omega)\) is the joint prior density function for \((\gamma, \Omega)\).

Under the assumption that \(e_t\) is iid normal, the likelihood function in (40) can be shown to be

\[ L(z | \gamma, \Omega) \propto |\Omega|^{-\frac{T}{2}} \exp \left[ -\frac{1}{2} \text{tr}(AA^{-1}) \right], \]  

(41)

where \(A\) is a \(M \times M\) symmetric matrix with \(a_{ij} = (z_i - Z_i \gamma)'(z_j - Z_j \gamma)\) \(i = 1, 2, ..., M\).

The Bayesian model in (40) requires that we choose priors for the parameters \(\gamma\) and \(\Omega\). We choose a flat (constant) prior for \(\gamma\),

\[ p(\gamma) \propto I(\gamma \in R_j), \]  

(42)

where \(I(\cdot)\) is an indicator function which takes the value one if the argument is true and zero otherwise, and \(R_j\) is the set of permissible parameter values when no constraints \((j = 0)\) and the positivity, monotonicity and curvature constraints \((j = 1)\) must be satisfied. With the constant equal to an indicator function, our particular flat prior for \(\gamma\) allows us to slice away the portion of the posterior density that violates positivity, monotonicity and curvature of the translog cost function.

We adopt the following prior for \(\Omega\)

\[ p(\Omega) \propto |\Omega|^{-(M+1)/2}, \]  

(43)

which is the limiting form of the inverted Wishart density — see Griffiths et al. (2000).

Combining the priors (42) and (43) gives the joint prior probability density function

\[ p(\gamma, \Omega) \propto |\Omega|^{-(T+1)/2} I(\gamma \in R_j) \]  

(44)

Combining the likelihood function in (41) and the joint prior distribution (44), yields the posterior joint density function

\[ f(\gamma, \Omega | z) \propto |\Omega|^{-(T+M+1)/2} I(\gamma \in R_j) \exp \left[ -\frac{1}{2} \text{tr}(AA^{-1}) \right], \]  

(45)

from which we can derive full conditional posterior pdfs for \(\gamma\) and \(\Omega\). We then use the Gibbs sampling algorithm which draws from the joint posterior density by sampling from a series of conditional posteriors. Essentially, Gibbs sampling involves taking sequential random draws
from full conditional posterior distributions. Under very mild assumptions [see, for example, Tierney (1994)], these draws converge to draws from the joint posterior. Once draws from the joint distribution have been obtained, any posterior feature of interest can be calculated.

The full conditional posterior distributions for $\gamma$ can be obtained from (45) by treating $\Omega$ as a constant

$$ p(\gamma | z, \Omega) \propto \exp \left[ -\frac{1}{2} (\gamma - \tilde{\gamma})' V (\gamma - \tilde{\gamma}) \right] I (\gamma \in R_j), $$

where $\tilde{\gamma}$ is the GLS estimator for $\gamma$ in (39)

$$ \tilde{\gamma} = \left[ Z' (\Omega^{-1} \otimes \nu_T) Z \right]^{-1} Z' (\Omega^{-1} \otimes \nu_T) z, $$

$V = Z' (\Omega^{-1} \otimes \nu_T) Z$, and $\nu_T$ is a $T \times T$ identity matrix. The full conditional posterior distributions for $\Omega$ can be obtained from (45) by treating $\gamma$ as a constant

$$ p(\Omega | z, \gamma) \propto |\Omega|^{-(T+M+2)/2} \exp \left[ -\frac{1}{2} \text{tr} (A\Omega^{-1}) \right]. $$

Thus $p(\Omega | z, \gamma)$ is an inverted Wishart density function with parameters $A$, $T$, and $M$.

The Gibbs sampler for Bayesian estimation without positivity, monotonicity, and curvature constraints can be implemented by setting $I (\gamma \in R_0)$ in (46) equal to one and then drawing sequentially from the above conditional posteriors in (46) and (47). Sampling from these two conditional posteriors is straightforward.

There are two approaches in this literature which can be used to impose positivity, monotonicity, and curvature conditions: the accept-reject algorithm [see Terrell (1996)] and the random-walk Metropolis Hastings (M-H) algorithm, proposed by Griffiths et al. (2000). The accept-reject algorithm, however, has been criticized for its inefficiency in that it needs to generate an extremely large number of candidate draws before finding one that is acceptable — see Griffiths et al. (2000) for more details. In this paper, we impose positivity, monotonicity, and curvature condition through the Metropolis Hastings algorithm, which in our particular case proceeds iteratively as follows — see Griffiths et al. (2000) for more details:

- **Step 1:** Start with an initial value $\gamma^j$ satisfying both the positivity, monotonicity and curvature constraints. Let $j$ denote the state of $\gamma$ and set $j = 1$. Given the complexity of the cost and share equation system, the search for the initial value which satisfies the positivity, monotonicity and curvature constraints is not a trivial issue in practice. A convenient way, as done in this paper, is to use the estimated $\tilde{\beta}$ from the constrained optimization model outlined above.

- **Step 2:** Using the current value $\gamma^j$, sample a candidate point $\gamma^c$ from a symmetric proposal density $q(\gamma^c, \gamma^j)$, which is the probability of returning a value of $\gamma^c$ given a previous value of $\gamma^j$. 
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• **Step 3:** Evaluate the positivity, monotonicity and curvature constraints at the specified data points using the candidate value, $\gamma^c$. If any constraints are violated, set $\alpha(\gamma^j, \gamma^c) = 0$ and go to Step 5.

• **Step 4:** Calculate $\alpha(\gamma^j, \gamma^c) = \min \left[ h(\gamma^c)/h(\gamma^j), 1 \right]$ where $h(\gamma) = |A|^{-T/2} I (\gamma \in R_j)$ is the kernel of $p(\gamma | z)$, which is obtained by integrating $\Omega$ out of the joint posterior (45).

• **Step 5:** Generate an independent uniform random variable $u$ from the interval $[0, 1]$.

• **Step 6:** Set $\gamma^{j+1} = \gamma^c$ if $u < \alpha(\gamma^j, \gamma^c)$ and $\gamma^j$ otherwise.

• **Step 7:** Set $j = j + 1$ and return to Step 2.

The algorithm works best if the proposal density matches the shape of the target distribution. Therefore, the proposal density is chosen to be a multivariate normal with mean equal to the current state $\gamma^j$ and covariance matrix equal to $(Z' (\hat{\Omega}^{-1} \otimes \nu T) Z)^{-1}$ [where $\hat{\Omega}$ is an estimator of $\Omega$ constructed from using OLS residuals] multiplied by a tuning parameter. The tuning parameter can be used to adjust the acceptance rate. The optimal acceptance rate (i.e., the one which minimizes the autocorrelations across the sample values) has been shown to lie within the range between 0.45 (in one-dimensional problems) and approximately 0.23 (as the number of dimensions becomes infinitely large). In our empirical work, we choose the tuning parameter so that the acceptance rate lies within this range.

The Bayesian approach is capable of imposing curvature locally, regionally, and fully. In particular, the curvature constraint mentioned in step 3 can be evaluated by using eigenvalues, a constraint indicator, or the determinants of the leading principal minors of the matrix $G$. The Bayesian approach is also capable of imposing concavity globally. To do this, we just need to evaluate the curvature constraint mentioned in step 3 by using eigenvalues or the determinants of the leading principal minors of $B$, instead of $G$.

Like with the optimization approach, with the Bayesian approach we can impose the monotonicity (positivity) condition locally, regional, and fully. In particular, we can evaluate $s_i (C$, i.e., total cost) in (6) at a single data point, over a neighborhood of interest, or at every sample observation, every time the candidate value $\beta^c$ is drawn. If any $s_i$ ($i = 1, \ldots, M$) is negative at data point(s) of interest, we set $\alpha(\gamma^j, \gamma^c) = 0$ and go to Step 5. However, for the same reason as in the case of the constrained optimization approach, we cannot impose global monotonicity (or global positivity) with the Bayesian approach.

An important difference between the Bayesian and optimization approaches is that, in the Bayesian approach, the constraints will be satisfied for all parameters values where the posterior density is nonzero. That means that all values in probability intervals for parameters or elasticities will be consistent with the constraints. In the sampling theory
approach only the estimates, not necessarily all values within confidence intervals, will satisfy the constraints.

5 Application to KLEM Data

5.1 Data

We use the Feng and Serletis (2008) annual KLEM (capital, labor, energy, and intermediate materials) data for total manufacturing in the United States over the period from 1953 to 2001, obtained from the website of the U.S. Bureau of Labor Statistics (BLS), at www.bls.gov/data/home.htm. This data set is similar to the Berndt and Wood (1975) classical annual data set for the U.S. manufacturing sector over the period 1947-1971, which has been used in many influential papers in this literature — see, for example, Gallant and Golub (1984), Diewert and Wales (1987), and Terrell (1996). The data consists of price and quantity indices for one output and four inputs (capital, labor, energy, and materials). All the price series have been normalized to one in 1953 and the quantity indices for output, capital, labor, energy, materials, and purchased business services have been obtained by dividing value of production or factor costs by the corresponding normalized price index. It should be noted that we constructed the price and quantity indices for intermediate materials as subaggregates over the two components, materials and purchased business services, using the Fisher ideal index.

5.2 Empirical Results

We first use the LSQ command in TSP, which is actually based on the maximum likelihood method, to estimate both the unconstrained translog model and the constrained one with curvature imposed using the Cholesky factorization approach. We then use the TOMLAB/NPSOL tool box with MATLAB for both the unconstrained and the constrained optimization. Since the objective of the optimization method is the log likelihood function, the unconstrained and constrained optimization methods can be also regarded as unconstrained and constrained maximum likelihood (ML) methods. Finally, we use GAUSS for both unconstrained and constrained Bayesian estimation.

5.2.1 Theoretical Regularity Tests

Table 1 summarizes the results from the three different estimation methods (i.e., maximum likelihood estimation using LSQ, optimization, and the Bayesian approach) in terms of parameter estimates, log likelihood values, and theoretical regularity (positivity, monotonicity, and curvature) violations when regularity conditions are not imposed. As can be seen from
the bottom of Table 1, positivity and monotonicity are satisfied at all data points, whereas concavity is violated at all data points.

With regards to the statistical inferences, standard errors are provided for the unconstrained maximum likelihood estimation (using the LSQ command in TSP) and standard deviations of the MCMC samples are provided for the Bayesian method of estimation. As in Gallant and Golub (1984), standard errors are not reported for the unconstrained optimization. Of course, a parametric bootstrap method could be used, as in Gallant and Golub (1984), to compute standard errors or confidence intervals for the parameter estimates. This involves the use of Monte Carlo methods to obtain a reliable estimate of the sampling distribution, by generating a large enough sample from the distribution of the constrained estimator.

Clearly, the results in Table 1 indicate that the parameter estimates, log likelihood value, and theoretical regularity violations are identical under the unconstrained maximum likelihood method of estimation (by using the LSQ command in TSP) and the unconstrained optimization. This is not surprising in that the unconstrained optimization is essentially unconstrained maximum likelihood estimation in our particular case, as noted above. Moreover, the parameter estimates from the unconstrained Bayesian estimation are very close to those from maximum likelihood estimation (columns 1 and 2), implying that the results from the Bayesian method are mainly determined by the likelihood function, due to the noninformative prior for $\gamma$. It is to be noted that with the maximum likelihood method of estimation (by using the LSQ command in TSP) and unconstrained optimization we evaluate the theoretical regularity conditions using the point estimates of the parameters. With the Bayesian method of estimation, regularity tests are performed by evaluating the posterior means of $s_i$ and the eigenvalues of $G$.

### 5.2.2 Effectiveness in Imposing Curvature

Because curvature is not satisfied under any of the three methods of estimation, we follow the procedures discussed in Section 4 and impose curvature. In doing so, we make a distinction between ‘local concavity imposition’ (at a single point in the data), ‘regional concavity imposition’ (over a neighborhood of data points in the sample), and ‘pointwise concavity imposition’ (at every data point in the sample). Moreover, given that concavity is a property of conditional inputs satisfying the law of demand, we also impose ‘global concavity,’ occurring at all possible, positive input prices.

Table 2 summarizes the results from the Cholesky factorization approach using maximum likelihood estimation. With this approach we cannot impose regional or pointwise concavity; we can only impose local concavity (at a single point) and global concavity. Regarding local concavity, as noted by Ryan and Wales (2000), the ability of locally flexible models to satisfy curvature at sample observations other than the point of reference, depends on the choice of the reference point. Thus, we estimate the model 49 times (a number of times equal
to the number of observations) and report results for the best reference point (best in the sense of satisfying the curvature conditions at the largest number of observations). The best reference point is 1970 ($t = 28$). While Ryan and Wales (2000) found that imposing concavity at the mean yields satisfaction of concavity at all points in their data set, our finding in terms of curvature violations when the curvature conditions are imposed locally is disappointing. In particular, imposition of curvature locally (at $t = 28$) simply reduces the number of curvature violations from 49 to 6 (see column 1 of Table 2).

Regarding global concavity, as mentioned earlier the translog will satisfy concavity at all possible, positive input prices, assuming positive shares, if the $B$ matrix is negative semidefinite. To impose this condition, we exploit the key idea behind the Cholesky factorization approach and set $B = -KK'$, where $K$ is a lower triangular matrix. After replacing the elements of $B$ with those of $K$, (8) is estimated and the elements of $B$ are recovered from the restriction $B = -KK'$. As can be seen in column 2 of Table 2, imposition of global concavity eliminates all the curvature violations, without inducing positivity or monotonicity violations. We also note that the predominance of zeros for the $\beta_{ij}$ suggests the translog reduces to a Cobb-Douglas when global concavity is imposed.

In Table 3 we present the results from the constrained optimization approach. With this approach we impose concavity regionally, fully, and globally; we do not impose concavity locally, because we cannot find a point in the data that leads to satisfaction of theoretical regularity at all points in the data set. In imposing concavity regionally, we find that there are more than one regions within the data set that can yield to satisfaction of theoretical regularity at all data points in the data set. However, the log likelihood values are different for these different regions and in column 1 of Table 3 we report results only for the best neighborhood (best in the sense of satisfying the theoretical regularity conditions with the largest log likelihood value), which is data points 16-20. Column 2 reports the results when concavity is imposed fully (that is, at every data point). It is interesting to note here that the imposition of concavity regionally and the imposition of concavity fully result in the same parameter estimates and log likelihood values. This is so, because only the constraints on data points 16-20 are binding, and the constraints on the rest of the data points are slack. Finally, as noted earlier, in imposing concavity globally (in column 3 of Table 3), we maximize the log likelihood function (28) subject to the eigenvalues of $B$ being non-positive (that is, subject to $B$ being negative semidefinite). Clearly, positivity, monotonicity, and curvature are all satisfied at all data points when curvature is imposed regionally, fully, and globally using constrained optimization.

In Table 4 we present the results (together with 90% posterior credible intervals) from constrained Bayesian estimation. We impose concavity at three different levels — locally, fully, and globally. Columns 1 and 2 report the results when concavity is imposed locally. Again, we report the results for the best point in the data set (best in the sense of satisfying all three theoretical regularity conditions at every data point with the largest log likelihood value). The best data point is $t = 17$; in this case there is no need to impose curvature
regionally. Columns 3 and 4 report the results when concavity is imposed fully (at every data point in the sample). In imposing global concavity with the Bayesian approach (see columns 5 and 6), we still need $B$ to be negative semidefinite. In particular, we evaluate the eigenvalues of $B$ every time the candidate value $\gamma^c$ is drawn using the Metropolis Hastings algorithm, discussed earlier in Section 4. If any of the eigenvalues of $B$ obtained from $\gamma^c$ are positive, we set $\alpha(\gamma^j, \gamma^c) = 0$ and go to Step 5. It is clear that theoretical regularity is satisfied at all data points when concavity is imposed locally, fully, and globally, using Bayesian methods.

### 5.2.3 The Effect on Flexibility

The imposition of the theoretical regularity restrictions almost always compromises the flexibility of functional forms. Thus, an ideal method will be one that can guarantee inference consistent with theory, but without compromising much of the flexibility of the functional form. In this section, we evaluate the effectiveness in maintaining flexibility by examining the effect of the imposition of concavity on the estimated parameters and price elasticities.

A preliminary examination of the effects of the imposition of concavity on the flexibility of the functional form can be achieved by comparing the log likelihood values in Tables 1-4. In the case, for example, of LSQ estimation and imposition of the curvature restrictions using reparameterization based on the Cholesky factorization approach, the log likelihood value decreases from 713.484 in the unrestricted case to 561.627 when curvature is imposed globally; the large decline in the log likelihood values when curvature is imposed locally is due to the normalization of the input prices and output at a different data point rather than the imposition of local curvature. The large effect of imposition of global curvature can also be seen from the large changes in the estimated parameters. In particular, the elements of the matrix $B$ are forced to be close to zero by the imposition of global curvature. As with the LSQ method of estimation, the imposition of global concavity using constrained optimization and the Bayesian approach also has large effects on the value of the log likelihood function and the estimated parameters, forcing the elements of $B$ to be close to zero. Thus, as far as log likelihood values and changes in estimated parameters are concerned, the imposition of local, regional, or pointwise concavity using constrained optimization or Bayesian methods is the preferred approach, due to the small loss of flexibility of the functional form.

Further insight regarding the effects of imposing theoretical regularity on the flexibility of the functional form can be gained by examining the effect on the estimates of the price elasticities. These elasticities, calculated as

$$
\eta_{ij} = \frac{\beta_{ij}}{s_i} + s_j - \delta_{ij},
$$

where $\delta_{ij}$ is defined as in (9), are reported in Table 5 for 1953 (the beginning of the sample period) and in Table 6 for 2001 (the last year of the sample period).
When curvature is imposed locally, regionally, or fully, using optimization and the Bayesian approach, all input price elasticities are reasonably close to those under the unrestricted case. For example, the four own price elasticities, $\eta_{11}$, $\eta_{22}$, $\eta_{33}$, and $\eta_{44}$, obtained from the optimization approach at the last year of the sample period (see Table 6) have changed from $-0.214$, $0.022$, $-0.481$, and $-0.090$ in the unrestricted case to $-0.215$, $-0.068$, $-0.591$, and $-0.154$, respectively, when concavity is imposed regionally at data points 16-20 or fully (at all data points). This is consistent with the small reduction in the log likelihood value from 713.484 in the unconstrained optimization (see Table 1) to 706.769 when curvature is imposed regionally or fully (see Table 3). When, however, curvature is imposed globally, the own-price elasticities become much larger in absolute value; this is true for all methods of estimation — LSQ, optimization, and the Bayesian method. For example, under the optimization approach, $\eta_{11}$, $\eta_{22}$, $\eta_{33}$, and $\eta_{44}$ change to $-0.821$, $-0.618$, $-0.965$, and $-0.596$, respectively, when global concavity is imposed. In other words, $G$ (or $\tilde{G}$) is made too negative semidefinite by the imposition of global concavity.

The effect on the price elasticity estimates of the imposition of concavity can also be seen from the marginal posterior pdfs for the price elasticities under the Bayesian method of estimation. In Figure 1, for example, we show the marginal posterior pdfs for $\eta_{22}$ under unrestricted Bayesian estimation as well as for the cases when curvature is imposed locally (at $t = 17$), fully (at every point), and globally (at every possible, positive input price). Clearly, the imposition of local concavity shifts the posterior mean of $\eta_{22}$ to the left from a positive value ($0.014$) to a small negative value of $-0.076$. The imposition of pointwise concavity further shifts the posterior mean of $\eta_{22}$ to the left to a negative value with a slightly larger magnitude of $-0.099$. However, the posterior mean of $\eta_{22}$ is shifted too much to the left to $-0.661$, when global concavity is imposed. In other words, the sensitivity of the demand for capital to its own price is exaggerated when global concavity is imposed.

Moreover, for all three methods — Cholesky factorization, optimization, and the Bayesian methodology — the imposition of global concavity rules out most possibilities of a complementarity relationship among the inputs. The imposition, however, of local, regional, or pointwise concavity preserves most of the substitutability/complementarity relationships among the inputs relative to the unconstrained model. In particular, all cross-price elasticities (except $\eta_{34}$) are positive under both optimization and Bayesian estimation when global concavity is imposed, meaning that no pairs of inputs (except energy and materials) are complements. This can be seen by examining equation (48). As already noted, when global concavity is imposed, the elements of $B$ are forced to be close to zero, which in turn reduces equation (48) to

$$\sigma_{ij} \approx s_j,$$

since $\delta_{ij}$ is also zero when $i \neq j$. Since $s_j$ (the cost share for input $j$) is always positive (when monotonicity holds), $\sigma_{ij}$ will also be positive in most cases, meaning most pairs of inputs are forced to be substitutes to each other when global concavity is imposed. In contrast,
out of the twelve cross price elasticities, only four change signs by the imposition of local, regional, or pointwise concavity, under either optimization or Bayesian estimation — those being $\eta_{23}$, $\eta_{24}$, $\eta_{32}$, and $\eta_{42}$. Hence, the imposition of local, regional, or pointwise concavity in addition to assuring theoretical regularity at every data point, it also preserves the substitutability/complementarity relationships among the inputs relative to the unrestricted model.

6 Conclusion

Most published studies that use flexible functional forms have ignored the theoretical regularity conditions implied by microeconomic theories. Moreover, even a few studies have checked and/or imposed regularity conditions, most of them equate curvature alone with regularity, thus ignoring or minimizing the importance of monotonicity. We argue that without satisfaction of all three theoretical regularity conditions (positivity, monotonicity, and curvature), the resulting inferences are questionable, since violations of regularity conditions invalidate the duality theory on which economic functions are based. We believe that unless regularity is attained by luck, flexible functional forms should always be estimated subject to regularity.

In this paper we provide an empirical comparison of three different methods of imposing theoretical regularity on flexible cost functions — Cholesky factorization, constrained optimization, and Bayesian methodology. In doing so, we chose the translog cost function, due to its widespread applications in both the traditional factor demand system literature and the more recent firm efficiency literature.

With the Cholesky factorization approach, regularity conditions are imposed through the decomposition of a symmetric, positive (or negative) definite matrix, expressed in terms of parameters only, into the product of a lower triangular matrix and its conjugate transpose. If a regularity condition can not reduce to a symmetric, positive (or negative) definite matrix, expressed in terms of parameters only, this approach will be useless. In the case of translog cost function, this approach is capable of imposing local (at a single point) and global (at all possible, positive input prices) curvature, as well as local positivity and monotonicity. However, it is incapable of imposing regional (at a set of data points) or pointwise (at every sample observation) curvature. In addition, it is also incapable of imposing regional, pointwise, or global positivity and monotonicity. This is because the imposition of these regularity conditions not only involves the manipulations of parameter space, but also involves the manipulations of data space, which is impossible with this approach.

With the constrained optimization approach, the imposition of theoretical regularity conditions (positivity, monotonicity and curvature) involves specifying an objective function and some inequality constraints corresponding to the monotonicity and curvature restrictions. More specifically, with this approach, regularity conditions are imposed by maximizing (or
minimizing) the value of the objective function within the parameter space defined by the constraints. This approach is workable as long as the inequality constraints can be explicitly specified. In the case of translog cost function, this approach is capable of imposing local, regional, pointwise, and global curvature, as well as local, regional, and pointwise positivity and monotonicity. However, with this approach, we can not impose global positivity and monotonicity, since these regularity conditions cannot be explicitly specified. It should be noted that a limitation associated with this approach is that statistical inferences usually can not be obtained directly, and one thus has to resort to resampling methods (e.g., bootstrap methods) to obtain them.

As for the Bayesian approach, a Metropolis-Hastings algorithm is used within the Gibbs sampler to impose theoretical regularity conditions and simulate observations from truncated pdfs. Like the constrained optimization approach, this approach is workable as long as the inequality constraints can be explicitly specified. In the case of translog cost function, this approach is capable of imposing local, regional, pointwise, and global curvature, as well as local, regional, and pointwise positivity and monotonicity. However, for the same reason as in the case of the constrained optimization approach, we can not impose global positivity and monotonicity with this approach. Compared with the constrained optimization approach, the Bayesian approach has one major advantage, that is, it is easy to obtain statistical inferences for the parameters and any measures (e.g., elasticities and productivity measures) which can be expressed as a function of the parameters.

We applied the above three methods to the annual KLEM (capital, labor, energy, and intermediate materials) data for total manufacturing in the United States over the period from 1953 to 2001. We find that positivity and monotonicity are satisfied automatically. As for the imposition of curvature conditions, we find that while the Cholesky factorization approach can successfully impose curvature at the reference point, it does not guarantee curvature satisfaction at every sample observation. For the case of the constrained optimization approach, the imposition of local curvature does not assure theoretical regularity at every sample observation too; however, the imposition of regional or pointwise curvature leads to the satisfaction of curvature conditions at every sample observation without significant loss of flexibility. As for the Bayesian approach, the imposition of local, regional, and pointwise curvature leads to the satisfaction of curvature conditions at every sample observation without significant loss of flexibility. Finally, we find that the imposition of global curvature, irrespective of the method of imposition, forces the elements of the $B$ matrix to be close to zero, because the translog reduces to a Cobb-Douglas when global concavity is imposed. A consequence of the imposition of global curvature is that it rules out most possibilities of a complementarity relationship among the inputs. Given the trade-off between theoretical regularity and functional flexibility, we thus argue in favor of an intermediate case — that of pointwise regularity (regularity at all observed data points) in that it can always guarantee the satisfaction of theoretical regularity by using the constrained optimization approach or the Bayesian approach.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>LSQ Optimization</th>
<th>Bayesian Optimization</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0$</td>
<td>$-0.051 (0.014)$</td>
<td>$-0.051$</td>
<td>$-0.049 (0.018)$</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.164 (0.001)</td>
<td>0.164</td>
<td>0.164 (0.002)</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.458 (0.003)</td>
<td>0.458</td>
<td>0.458 (0.004)</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.027 (0.001)</td>
<td>0.027</td>
<td>0.027 (0.001)</td>
</tr>
<tr>
<td>$\beta_{11}$</td>
<td>0.106 (0.004)</td>
<td>0.106</td>
<td>0.106 (0.004)</td>
</tr>
<tr>
<td>$\beta_{12}$</td>
<td>$-0.055 (0.007)$</td>
<td>$-0.055$</td>
<td>$-0.055 (0.008)$</td>
</tr>
<tr>
<td>$\beta_{13}$</td>
<td>$-0.010 (0.002)$</td>
<td>$-0.010$</td>
<td>$-0.010 (0.002)$</td>
</tr>
<tr>
<td>$\beta_{22}$</td>
<td>0.248 (0.019)</td>
<td>0.247</td>
<td>0.244 (0.024)</td>
</tr>
<tr>
<td>$\beta_{23}$</td>
<td>$-0.018 (0.004)$</td>
<td>$-0.018$</td>
<td>$-0.018 (0.006)$</td>
</tr>
<tr>
<td>$\beta_{33}$</td>
<td>0.017 (0.002)</td>
<td>0.017</td>
<td>0.017 (0.002)</td>
</tr>
<tr>
<td>$\beta_{1t}$</td>
<td>0.002 (0.000)</td>
<td>0.002</td>
<td>0.002 (0.000)</td>
</tr>
<tr>
<td>$\beta_{2t}$</td>
<td>$-0.007 (0.000)$</td>
<td>$-0.007$</td>
<td>$-0.007 (0.001)$</td>
</tr>
<tr>
<td>$\beta_{3t}$</td>
<td>0.000 (0.000)</td>
<td>0.000</td>
<td>0.000 (0.000)</td>
</tr>
<tr>
<td>$\beta_t$</td>
<td>$-0.003 (0.006)$</td>
<td>$-0.003$</td>
<td>$-0.003 (0.002)$</td>
</tr>
<tr>
<td>$\beta_{tt}$</td>
<td>$-0.000 (0.000)$</td>
<td>$-0.000$</td>
<td>$-0.000 (0.000)$</td>
</tr>
</tbody>
</table>

Log likelihood value | 713.484 | 713.484 | 713.451 |

Positivity violations | 0 | 0 | 0 |
Monotonicity violations | 0 | 0 | 0 |
Curvature violations | 49 | 49 | 49 |

Notes: Sample period, annual data 1953-2001 ($T = 49$). Standard errors are in parentheses.
Table 2

Parameter Estimates from Constrained LSQ

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Curvature imposed</th>
<th>(locally) at ( t = 28 )</th>
<th>globally</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_0 )</td>
<td>1.327 (0.007)</td>
<td>−0.002 (0.013)</td>
<td></td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>0.260 (0.002)</td>
<td>0.170 (0.006)</td>
<td></td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>0.259 (0.002)</td>
<td>0.477 (0.007)</td>
<td></td>
</tr>
<tr>
<td>( \beta_3 )</td>
<td>0.228 (0.004)</td>
<td>0.013 (0.002)</td>
<td></td>
</tr>
<tr>
<td>( \beta_{11} )</td>
<td>0.169 (0.001)</td>
<td>−0.000 (0.000)</td>
<td></td>
</tr>
<tr>
<td>( \beta_{12} )</td>
<td>−0.071 (0.005)</td>
<td>0.000 (0.025)</td>
<td></td>
</tr>
<tr>
<td>( \beta_{13} )</td>
<td>−0.033 (0.006)</td>
<td>0.000 (0.110)</td>
<td></td>
</tr>
<tr>
<td>( \beta_{22} )</td>
<td>0.178 (0.002)</td>
<td>−0.000 (0.249)</td>
<td></td>
</tr>
<tr>
<td>( \beta_{23} )</td>
<td>−0.057 (0.004)</td>
<td>−0.000 (0.612)</td>
<td></td>
</tr>
<tr>
<td>( \beta_{33} )</td>
<td>0.091 (0.014)</td>
<td>−0.024 (0.745)</td>
<td></td>
</tr>
<tr>
<td>( \beta_{1t} )</td>
<td>0.003 (0.000)</td>
<td>0.000 (0.000)</td>
<td></td>
</tr>
<tr>
<td>( \beta_{2t} )</td>
<td>−0.005 (0.000)</td>
<td>−0.002 (0.002)</td>
<td></td>
</tr>
<tr>
<td>( \beta_{3t} )</td>
<td>0.001 (0.000)</td>
<td>0.001 (0.001)</td>
<td></td>
</tr>
<tr>
<td>( \beta_t )</td>
<td>−0.007 (0.000)</td>
<td>−0.008 (0.008)</td>
<td></td>
</tr>
<tr>
<td>( \beta_{tt} )</td>
<td>−0.000 (0.000)</td>
<td>−0.000 (0.000)</td>
<td></td>
</tr>
</tbody>
</table>

Log likelihood value

| | 627.518 | 561.627 |

Positivity violations 0 0
Monotonicity violations 0 0
Curvature violations 6 0

Notes: Sample period, annual data 1953-2001 \((T = 49)\).
Standard errors are in parentheses.
### Table 3

**Parameter Estimates from Constrained Optimization**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Curvature imposed at $t = 16-20$</th>
<th>at every data point</th>
<th>globally</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0$</td>
<td>$-0.042$</td>
<td>$-0.042$</td>
<td>$-0.004$</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>$0.163$</td>
<td>$0.163$</td>
<td>$0.170$</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>$0.463$</td>
<td>$0.463$</td>
<td>$0.478$</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>$0.025$</td>
<td>$0.025$</td>
<td>$0.020$</td>
</tr>
<tr>
<td>$\beta_{11}$</td>
<td>$-0.004$</td>
<td>$-0.004$</td>
<td>$-0.008$</td>
</tr>
<tr>
<td>$\beta_{12}$</td>
<td>$0.105$</td>
<td>$0.105$</td>
<td>$0.000$</td>
</tr>
<tr>
<td>$\beta_{13}$</td>
<td>$-0.055$</td>
<td>$-0.055$</td>
<td>$0.000$</td>
</tr>
<tr>
<td>$\beta_{22}$</td>
<td>$-0.012$</td>
<td>$-0.012$</td>
<td>$0.000$</td>
</tr>
<tr>
<td>$\beta_{23}$</td>
<td>$0.211$</td>
<td>$0.211$</td>
<td>$0.000$</td>
</tr>
<tr>
<td>$\beta_{33}$</td>
<td>$-0.009$</td>
<td>$-0.009$</td>
<td>$-0.000$</td>
</tr>
<tr>
<td>$\beta_{1t}$</td>
<td>$0.013$</td>
<td>$0.013$</td>
<td>$0.000$</td>
</tr>
<tr>
<td>$\beta_{2t}$</td>
<td>$0.002$</td>
<td>$0.002$</td>
<td>$0.000$</td>
</tr>
<tr>
<td>$\beta_{3t}$</td>
<td>$-0.007$</td>
<td>$-0.007$</td>
<td>$-0.002$</td>
</tr>
<tr>
<td>$\beta_t$</td>
<td>$0.000$</td>
<td>$0.000$</td>
<td>$0.000$</td>
</tr>
<tr>
<td>$\beta_{tt}$</td>
<td>$-0.000$</td>
<td>$-0.000$</td>
<td>$-0.000$</td>
</tr>
</tbody>
</table>

Log likelihood value: 706.769, 706.769, 588.589

Positivity violations: 0, 0, 0
Monotonicity violations: 0, 0, 0
Curvature violations: 0, 0, 0

Notes: Sample period, annual data 1953-2001 ($T = 49$). Standard errors are in parentheses.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>90% Posterior Credible Interval</th>
<th>90% Posterior Credible Interval</th>
<th>90% Posterior Credible Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0$</td>
<td>-0.038</td>
<td>(-0.066, -0.012)</td>
<td>-0.039 (-0.073, -0.013)</td>
<td>-0.005 (-0.028, 0.021)</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.163</td>
<td>(0.161, 0.165)</td>
<td>0.163 (0.161, 0.166)</td>
<td>0.170 (0.161, 0.180)</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.463</td>
<td>(0.457, 0.470)</td>
<td>0.464 (0.458, 0.470)</td>
<td>0.479 (0.469, 0.488)</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.025</td>
<td>(0.0240, 0.027)</td>
<td>0.025 (0.024, 0.026)</td>
<td>0.019 (0.017, 0.022)</td>
</tr>
<tr>
<td>$\beta_{11}$</td>
<td>-0.004</td>
<td>(-0.007, -0.002)</td>
<td>-0.004 (-0.007, -0.001)</td>
<td>-0.008 (-0.010, -0.007)</td>
</tr>
<tr>
<td>$\beta_{12}$</td>
<td>0.106</td>
<td>(0.099, 0.113)</td>
<td>0.105 (0.098, 0.111)</td>
<td>-0.005 (-0.012, -0.001)</td>
</tr>
<tr>
<td>$\beta_{13}$</td>
<td>-0.056</td>
<td>(-0.068, -0.044)</td>
<td>-0.053 (-0.064, -0.040)</td>
<td>0.003 (-0.004, 0.014)</td>
</tr>
<tr>
<td>$\beta_{22}$</td>
<td>-0.012</td>
<td>(-0.015, -0.009)</td>
<td>-0.011 (-0.015, -0.008)</td>
<td>0.000 (-0.002, 0.003)</td>
</tr>
<tr>
<td>$\beta_{23}$</td>
<td>0.208</td>
<td>(0.183, 0.230)</td>
<td>0.201 (0.175, 0.221)</td>
<td>-0.016 (-0.040, -0.002)</td>
</tr>
<tr>
<td>$\beta_{33}$</td>
<td>-0.001</td>
<td>(-0.019, -0.003)</td>
<td>-0.010 (-0.018, -0.003)</td>
<td>-0.001 (-0.006, 0.003)</td>
</tr>
<tr>
<td>$\beta_{1t}$</td>
<td>0.013</td>
<td>(0.009, 0.015)</td>
<td>0.012 (0.009, 0.015)</td>
<td>-0.002 (-0.004, -0.000)</td>
</tr>
<tr>
<td>$\beta_{2t}$</td>
<td>0.002</td>
<td>(0.002, 0.003)</td>
<td>0.002 (0.002, 0.003)</td>
<td>0.000 (-0.000, 0.000)</td>
</tr>
<tr>
<td>$\beta_{3t}$</td>
<td>-0.007</td>
<td>(-0.007, -0.006)</td>
<td>-0.006 (-0.007, -0.006)</td>
<td>-0.002 (-0.002, -0.001)</td>
</tr>
<tr>
<td>$\beta_t$</td>
<td>0.000</td>
<td>(-0.000, 0.000)</td>
<td>0.000 (-0.000, 0.000)</td>
<td>0.000 (0.000, 0.001)</td>
</tr>
<tr>
<td>$\beta_{tt}$</td>
<td>-0.000</td>
<td>(-0.000, 0.000)</td>
<td>-0.000 (-0.000, 0.000)</td>
<td>-0.000 (-0.000, -0.000)</td>
</tr>
</tbody>
</table>

Log likelihood value  | 706.246 | 705.055 | 583.068 |
Positivity violations  | 0       | 0       | 0       |
Monotonicity violations | 0       | 0       | 0       |
Curvature violations   | 0       | 0       | 0       |

Notes: Sample period, annual data 1953-2001 ($T = 49$).
Table 5

Price Elasticities at $t = 1$ Under The Different Methods of Estimation

<table>
<thead>
<tr>
<th>Price Elastocities</th>
<th>LSQ Optimization</th>
<th>Bayesian Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Curvature imposed globally</td>
<td>Curvature imposed at $t = 16-20$ at every point globally</td>
</tr>
<tr>
<td>$\eta_{11}$</td>
<td>-0.198 -0.830</td>
<td>-0.198 -0.197 -0.197 -0.829</td>
</tr>
<tr>
<td>$\eta_{12}$</td>
<td>0.117 0.476</td>
<td>0.117 0.125 0.125 0.476</td>
</tr>
<tr>
<td>$\eta_{13}$</td>
<td>-0.031 0.014</td>
<td>-0.031 -0.046 -0.046 0.020</td>
</tr>
<tr>
<td>$\eta_{14}$</td>
<td>0.112 0.340</td>
<td>0.112 0.118 0.118 0.334</td>
</tr>
<tr>
<td>$\eta_{21}$</td>
<td>0.043 0.170</td>
<td>0.043 0.045 0.045 0.171</td>
</tr>
<tr>
<td>$\eta_{22}$</td>
<td>-0.002 -0.525</td>
<td>-0.002 -0.080 -0.080 -0.524</td>
</tr>
<tr>
<td>$\eta_{23}$</td>
<td>-0.012 0.013</td>
<td>-0.012 0.006 0.006 0.020</td>
</tr>
<tr>
<td>$\eta_{24}$</td>
<td>-0.029 0.341</td>
<td>-0.030 0.030 0.030 0.334</td>
</tr>
<tr>
<td>$\eta_{31}$</td>
<td>-0.192 0.173</td>
<td>-0.192 -0.294 -0.294 0.171</td>
</tr>
<tr>
<td>$\eta_{32}$</td>
<td>-0.195 0.455</td>
<td>-0.195 0.105 0.105 0.476</td>
</tr>
<tr>
<td>$\eta_{33}$</td>
<td>-0.342 -2.673</td>
<td>-0.342 -0.456 -0.456 -0.979</td>
</tr>
<tr>
<td>$\eta_{34}$</td>
<td>0.728 2.045</td>
<td>0.728 0.645 0.645 -0.667</td>
</tr>
<tr>
<td>$\eta_{41}$</td>
<td>0.052 0.170</td>
<td>0.052 0.056 0.056 0.171</td>
</tr>
<tr>
<td>$\eta_{42}$</td>
<td>-0.037 0.477</td>
<td>-0.038 0.038 0.038 0.476</td>
</tr>
<tr>
<td>$\eta_{43}$</td>
<td>0.055 0.084</td>
<td>0.055 0.047 0.047 0.020</td>
</tr>
<tr>
<td>$\eta_{44}$</td>
<td>-0.070 -0.731</td>
<td>-0.070 -0.140 -0.140 -0.666</td>
</tr>
</tbody>
</table>

Notes: Sample period, annual data 1953-2001 ($T = 49$).
### Table 6

**Price Elasticities at \( t = 49 \) Under The Different Methods of Estimation**

<table>
<thead>
<tr>
<th>Price Elasticities</th>
<th>LSQ Optimization</th>
<th>Bayesian estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Curvature</td>
<td>Curvature</td>
</tr>
<tr>
<td></td>
<td>Unrestricted</td>
<td>imposed globally</td>
</tr>
<tr>
<td>( \eta_{11} )</td>
<td>-0.214</td>
<td>-0.821</td>
</tr>
<tr>
<td>( \eta_{12} )</td>
<td>0.069</td>
<td>0.383</td>
</tr>
<tr>
<td>( \eta_{13} )</td>
<td>-0.021</td>
<td>0.033</td>
</tr>
<tr>
<td>( \eta_{14} )</td>
<td>0.166</td>
<td>0.405</td>
</tr>
<tr>
<td>( \eta_{21} )</td>
<td>0.030</td>
<td>0.179</td>
</tr>
<tr>
<td>( \eta_{22} )</td>
<td>0.022</td>
<td>-0.618</td>
</tr>
<tr>
<td>( \eta_{23} )</td>
<td>-0.009</td>
<td>0.032</td>
</tr>
<tr>
<td>( \eta_{24} )</td>
<td>-0.043</td>
<td>0.406</td>
</tr>
<tr>
<td>( \eta_{31} )</td>
<td>-0.101</td>
<td>0.180</td>
</tr>
<tr>
<td>( \eta_{32} )</td>
<td>-0.104</td>
<td>0.374</td>
</tr>
<tr>
<td>( \eta_{33} )</td>
<td>-0.481</td>
<td>-1.689</td>
</tr>
<tr>
<td>( \eta_{34} )</td>
<td>0.687</td>
<td>1.135</td>
</tr>
<tr>
<td>( \eta_{41} )</td>
<td>0.071</td>
<td>0.179</td>
</tr>
<tr>
<td>( \eta_{42} )</td>
<td>-0.042</td>
<td>0.383</td>
</tr>
<tr>
<td>( \eta_{43} )</td>
<td>0.060</td>
<td>0.092</td>
</tr>
<tr>
<td>( \eta_{44} )</td>
<td>-0.090</td>
<td>-0.654</td>
</tr>
</tbody>
</table>

Notes: Sample period, annual data 1953-2001 (\( T = 49 \)).
Figure 1. Estimates of the posterior pdf for $\eta_{22}$